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Although the spread of misinformation is a pervasive and disruptive global problem, extant
research is skewed towards “WEIRD” countries leaving questions about how to tackle misinfor-
mation in the developing world with different media and consumption patterns unanswered.
We report the results of a game-based intervention against misinformation in India. The game
is based on the mechanism of psychological inoculation; borrowed from the medical context,
inoculation interventions aim to pre-emptively neutralize falsehoods and help audiences spot
and resist misinformation strategies. Though the efficacy of these games has been repeatedly
demonstrated in samples from Western countries, the present study conducted in north India
(n = 757) did not replicate earlier findings. We found no significant impact of the intervention
on the perceived reliability of messages containing misinformation, confidence judgments, and
willingness to share information with others. Our experience presents a teachable moment
for the unique challenges associated with complex cultural adaptations and field work in rural
areas. These results have significant ramifications for designing misinformation interventions in
developing countries where misinformation is largely spread via encrypted messaging applica-
tions such as WhatsApp. Our findings contribute to the small but growing body of work looking
at how to adapt misinformation interventions to cross-cultural settings.
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The spread of misinformation online is widely
documented as a threat to democracies

worldwide (Lewandowsky et al., 2017; van der
Linden, Maibach, et al., 2017). In India, the
world’s largest democracy, the sharing of mis-
information online has been linked to mob vio-
lence, and even killings (Arun, 2019; Sundar et
al., 2021; Vasudeva & Barkdull, 2020). While so-
cial media platforms such as Facebook or Twit-
ter can flag misinformed content or remove it
from their platforms, mobile instant messen-
ger services such as WhatsApp and Telegram
are limited by their end-to-end encrypted na-
ture (Banaji et al., 2019). Private conversations
or groups form a closed network where mis-
information can freely circulate without moni-
toring and studies have shown that this takes
place in India (Badrinathan, 2021), as well as
Burundi (Mumo, 2021), Nigeria, Brazil, and Pak-
istan (Pasquetto et al., 2020). Furthermore, a

significant proportion of the misinformation
shared in India continues to be shared and cir-
culated on WhatsApp even after being falsified
by professional, third-party fact checkers (Reis
et al., 2020). This trend has created a breed-
ing ground for unverified, misleading, or false
information, some of which originates from po-
litical parties (Chibber & Verma, 2018). Despite
WhatsApp’s countermeasures, which include
implementing digital literacy programs, placing
restrictions on forwarding, and broadcasting
awareness-raising adverts, misinformation on
the platform is persistent and has been ex-
acerbated by COVID-19 (Al-Zaman, 2021; Fer-
rara, 2020). Given the limitations of implement-
ing algorithmic solutions on private messaging
platforms (Reis et al., 2020), user-level solu-
tions are an increasingly important avenue of
research.
The overwhelming majority of individual-
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Take-home Message

This study found that gamified inoculation interventions,

which have worked well in Western countries, did not confer

psychological resistance against misinformation to partici-

pants in India. This null result (possibly due to lower digital

literacy rates) calls for further investigation into bottom-up

interventions tackling misinformation on messaging plat-

forms in developing countries.

level misinformation interventions have been
tested on populations from developed, West-
ern countries. This is indeed a feature of be-
havioral science in general where non-WEIRD
(western, educated, industrialized, rich and
democratic) samples are underrepresented
(Henrich et al., 2010; Rad et al., 2018). There
are several factors that could impede the
generalizability of findings to India specifically.
Since 2017, year-on-year internet penetration
in India has grown by 13% in rural areas com-
pared to 4% in urban neighborhoods (Bhat-
tacharjee et al., 2021). While misinformation
can be spread by both urban and rural res-
idents, the latter are likely to access the in-
ternet via 2G networks with limited resources
for fact checking and a tendency to distribute
WhatsApp messages with low reflexivity, as
a mode of group participation or strategy to
avoid feelings of exclusion (Banaji et al., 2019).
Given the collectivist culture in India (Kapoor
et al., 2003; Verma & Triandis, 2020), even
amongst youth samples (Rao et al., 2013), the
importance of group identities is heightened.
Political parties frequently capitalize on these
divisions, often along religious lines (Vaishnav
et al., 2019). Furthermore, the institutionaliza-
tion of misinformation dissemination by politi-
cal parties in India, whereby ‘IT cells’ troll and
spread automated content, is not uncommon
(Campbell-Smith & Bradshaw, 2019) as part of
their campaigning strategy (Banaji et al., 2019).
To counter the spread of misinformation,

several strategies have been researched at
the individual level, the most well-known of
which include fact-checking and “debunking”
or correcting false information after exposure
(Ecker et al., 2022; van der Linden, 2022; Wal-

ter & Murphy, 2018). Studies examining the
efficacy of such corrective measures have re-
vealed mixed results. Although some have
found that fact-checking can improve accuracy
assessments (Clayton et al., 2020; Porter &
Wood, 2021; Walter & Murphy, 2018), there
are several drawbacks to correcting misinfor-
mation post-exposure. One major issue con-
cerns the continued influence of misinforma-
tion or the tendency for people to continue
making inferences based on misinformation.
They do so even when they acknowledge a cor-
rection (Ecker et al., 2022; Lewandowsky et al.,
2012), which limits the correction’s potential
effectiveness. This is further compounded by
the finding that (a) not all audiences are re-
ceptive to fact-checks (Walter et al., 2020), (b)
repeated exposure to misinformation can in-
crease its perceived accuracy (Pennycook et al.,
2018; Swire et al., 2017), and (c) that correc-
tions do not scale, meaning they rarely reach
the same number people as the initial misinfor-
mation (Roozenbeek & van der Linden, 2019;
van der Linden, 2022). Lastly, corrective strate-
gies are also difficult to implement on private
messaging platforms given the invisibility of in-
formation flow in this sphere (Reis et al., 2020).
Accordingly, studies which have evaluated

fact-checking and literacy interventions in de-
veloping countries have revealed inconclusive
results. For example, Guess et al. (2020) tested
the effect of providing U. S. and Indian partici-
pants with tips on how to spot misinformation.
They found a positive impact on people’s ability
to detect false information in the U. S. and in
a highly educated online Indian sample, but
not in a face-to-face sample obtained in rural
Northern India. Similarly, Badrinathan (2021)
tested the impact of an intensive one-hour in-
person media literacy training during the 2019
national election and found no significant ben-
eficial effects.
One study tested the impact of a debunking

intervention via WhatsApp broadcast messag-
ing in Zimbabwe, another country with high
WhatsApp usage, finding that participants had
increased knowledge about COVID-19 (Bowles
et al., 2020). Pasquetto et al. (2020) further
found that, while corrections on encrypted
group chats reduced belief in misinformation
in India and Pakistan, WhatsApp users report
corrections as unusual and socially awkward.
Given the known challenges surrounding de-
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bunking and fact-checking, a promising ef-
fort against misinformation has been to pre-
emptively debunk (or prebunk) falsehoods to al-
low individuals to acquire skills to detect and re-
sistmisinformation in the future (Lewandowsky
& van der Linden, 2021). This approach is
based on the theory of psychological inocu-
lation (McGuire, 1961).

Theoretical Background: Prebunking and
Inoculation Theory

Inoculation theory was originally developed in
the 1960s and is based on the biological pro-
cess of immunization (McGuire, 1961, 1964):
just as exposure to a weakened dose of a
pathogen can confer immunity against future
infection(s), pre-emptively exposing people
to weakened doses of misinformation—along
with strong refutations—can cultivate cogni-
tive immunity to future manipulation attempts.
Inoculation theory has two key components.
Firstly, the inoculation must have a forewarn-
ing to evoke threat or the motivation for peo-
ple to defend themselves from a potential at-
tack on their attitudes (Compton, 2012). Being
aware of one’s vulnerability to manipulation is
important for kick-starting resistance to per-
suasion (Sagarin et al., 2002). Secondly, much
like the injection of a weakened dose of a virus
can build immunity through the production of
antibodies, exposure to a weakened version
of a persuasive argument along with a coun-
terargument can inspire lowered vulnerability
to misleading persuasion attempts (McGuire,
1961). A meta-analysis of inoculation theory
has found that it is effective at building resis-
tance against persuasion across issues (Banas
& Rains, 2010).
In more recent years, the theory has in-

formed the design of inoculation interven-
tions aiming to endow attitudinal resistance
against online misinformation specifically (for
in-depth reviews see Compton et al., 2021;
Lewandowsky & van der Linden, 2021; Roozen-
beek & van der Linden, 2018; van der Linden,
2022). Some recent applications of inocula-
tion theory include even potentially polarizing
topics such as climate change (van der Lin-
den, Leiserowitz, et al., 2017), conspiracy the-
ories (Banas & Miller, 2013), or vaccinations
(Jolley & Douglas, 2017). However, all these
studies aimed to inoculate people against mis-
information about a specific issue. As such,

they do not necessarily imply that the inocula-
tion would be effective as a “broad-spectrum
vaccine” against misinformation (Roozenbeek
& van der Linden, 2018). This prompted a
shift away from narrow-spectrum inoculations
to those that incorporate persuasion tech-
niques common to misinformation more gen-
erally (Cook et al., 2017; Roozenbeek & van
der Linden, 2019). In other words, familiarity
with a weakened dose of the underlying tech-
niques that are used to spread misinformation
could impart an increased cognitive ability to
detect manipulative information that makes
use of such misinformation tactics. These tac-
tics include emotionally manipulative language,
group polarization, conspiratorial reasoning,
trolling, and impersonations of fake experts,
politicians, and celebrities (Roozenbeek & van
der Linden, 2019).
This strategy has demonstrated fairly con-

sistent success (Basol et al., 2020; Cook et al.,
2017; Roozenbeek & van der Linden, 2019)
including long-term efficacy, provided inocu-
lated individuals are given short reminders
or “booster shots” of the lessons learned
(Maertens et al., 2021). Yet, no study to date
has tested the effect of inoculation interven-
tions on the Indian population and inoculation
researchers have noted a lack of generalizabil-
ity of inoculation scholarship to non-WEIRD
populations (Bonetto et al., 2018), demanding
interventions be adapted and evaluated.

Recent Applications: Inoculation Games

Recent applications of inoculation theory also
depart from the traditional method of provid-
ing participants with ready-made counterar-
guments (so-called “passive inoculation”) and
instead use an “active” form of inoculation
whereby participants themselves play an active
role in generating resistance to manipulation
(Roozenbeek & van der Linden, 2018). Gami-
fied interventions have proven to be a fruitful
vehicle for active inoculation. One example
of such an inoculation intervention is the on-
line game Bad News (www.getbadnews.com):
in this game, players find themselves in an ar-
tificial social media environment designed to
mimic the features of widely used online plat-
forms (Basol et al., 2020; Maertens et al., 2021;
Roozenbeek et al., 2021; Roozenbeek & van
der Linden, 2019). Across six levels, players
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are warned about the dangers of fake news,
and they develop an understanding of sev-
eral widely used misinformation techniques
through exposure to weakened dose of these
tactics alongside ways to spot them. Evidence
for the relative benefits of “active” inoculation
is emerging (Basol et al., 2021), particularly be-
cause it may strengthen associative memory
networks, contributing towards higher resis-
tance to persuasion (Pfau et al., 2005).
However, the Bad News game, as well as two

others (Harmony Square Roozenbeek & van
der Linden, 2020) and (Go Viral! Basol et al.,
2021), all focus on misinformation on public
social media platforms (such as Facebook and
Twitter). This reduces the potential applicabil-
ity of these games in countries where direct
messaging apps are a more common means
of communication than public social media
platforms. To address this problem, we en-
gaged in a novel real-world collaboration with
WhatsApp, Inc (Meta platforms) and developed
a new game that inoculates people against mis-
information on direct messaging apps, called
Join this Group (link to English version; https:
//whatsapp.aboutbadnews.com). The Hindi-
version of the game was tested in this study
(further details in the method section). Its pur-
pose is to inoculate participants against four
manipulation techniques commonly present
in misinformation on direct messaging apps.
Specifically, these techniques are the imper-
sonation of a fake expert (Goga et al., 2015;
Jung, 2011; Reznik, 2013), use of emotional
language to frame content (Gross & Ambro-
sio, 2004; Konijn, 2012; Zollo et al., 2015), po-
larization of narratives to create hostility to-
wards the opposition (Groenendyk, 2018; S.
Iyengar & Krupenkin, 2018), and the escalation
of an issue such thatmisinformation triggers of-
fline acts of aggression (BBC Monitoring, 2021;
Robb, 2021).

The Present Research

This paper seeks to address two gaps in the
literature on misinformation interventions. We
first aim to understand whether inoculation
against misinformation can improve people’s
ability to spot misinformation that is com-
monly shared in a private messaging context
(such as on WhatsApp). Second, our sample is
from India, an understudied population where

the spread of misinformation via private mes-
saging platforms has been linked to violence
(McLaughlin, 2018). We ran a field experiment
in India testing the efficacy of the inoculation
game, Join this Group.
This paper therefore makes two unique ad-

vancements to the literature. This study is
the first to test an inoculation intervention
against misinformation shared in the context
of private messaging. This domain of infor-
mation exchange is markedly different to pub-
lic platforms such that the burden of identi-
fying, addressing, and correcting misinforma-
tion falls on the user(s) (Pasquetto et al., 2020).
Moreover, we test the effectiveness of these
modified interventions in India (n = 757), the
largest market for WhatsApp globally (Findlay,
2019). Both studies were approved by the
Cambridge Psychology Research Ethics Com-
mittee (REC-2018-19/19). [Data and scripts are
deposited on the Open Science Framework:
https://osf.io/abjrg].

Method

We conducted a 2 (treatment – control) x 2
(pre – post) mixed-between randomized con-
trol trial on a sample collected from 8 North
Indian states (Bihar, Chhattisgarh, Haryana,
Jharkhand, Madhya Pradesh, Rajasthan, Uttar
Pradesh, and National Capital Territory (Delhi)).
Participants were recruited as part of media
literacy workshops administered to 1283 indi-
viduals. The experiment was conducted door-
to-door, in person, with the assistance of iPads
and smartphones through which participants
could access the online intervention. After
providing informed consent, participants were
asked to indicate their frequency of WhatsApp
usage in the last twelve months on a 5-point
scale, ranging from “Never” to “More than once a
day”. Participants were then shown 16 screen-
shots of WhatsApp conversations in a random-
ized order (see Figure 1) and, following Roozen-
beek et al. (2021), were asked to make three
assessments: how reliable they found the post
(1), how confident they are in their reliability
assessment (2) and how likely they would be to
share the message (3). All three assessments
were rated on a 1-7 Likert scale (1 being “Not at
all”, 4 being “Neutral”, and 7 being “Very much”).
Of the 16 images, four were screenshots of au-
thentic WhatsApp conversations, of which two
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Figure 1 WhatsApp messages containing emotional misinfor-
mation messaging. This image is an example of one used in the
experimental pre-test and post-test measure. The screenshot
reads: “Friends, be careful”, “Attempts are being made to kidnap a
child from our friend’s area. 10 boys were kidnapping him with the
promise of biscuits. People in the area have caught those 10 and
5 more people”, “The police has announced that 400 people had
come to steal the child in this area. Wait for our next video that will
report this and watch over your children carefully.”

were fake news and two contained accurate in-
formation. The remaining 12were screenshots
containing misinformation designed to demon-
strate four manipulation techniques (fake ex-
pert, emotion, polarization, and escalation).
The four real (non-misinformation) items were
sourced from fact-checking websites and the
manipulative items were created by one of the
authors and validated by two other authors, to
ensure that the conversations make appropri-
ate use of amisinformation technique. Figure 1
demonstrates an example of eliciting fear using
emotional language in misinformation messag-
ing.
Participants were then randomly assigned

to play either Join this Group (treatment) or
Tetris (control), consistent with previous gami-
fied inoculation experiments (Basol et al., 2020;
Roozenbeek & van der Linden, 2020). Game-
play for Join this Group was approximately 15
minutes while Tetris participants had to play for
a minimum of nine minutes before proceed-
ing. Participants who played Join this Group
were required to input a password to validate
their completion. Following the game, as part

of the post-test measure, all participants were
asked to assess the same 16WhatsApp conver-
sations again and answer some demographic
questions, including district, state, gender, ed-
ucation level, age group, how frequently they
check the news, how frequently they use social
media platforms, their interest in politics, their
political ideology, and attitudes scales assess-
ing left to right and libertarian to authoritarian
views (Park et al., 2013). Participants were also
asked to provide their first thoughts upon hear-
ing the term “fake news.”

Treatment Game: Join this Group

We created a Hindi translation of the Join
this Group game in collaboration with a Delhi-
based non-profit, the Digital Empowerment
Foundation (DEF). One major challenge that
arose during field implementation is that our
novel inoculation approach did not fit concep-
tually into DEF’s media literacy strategy. As
a condition of administering the intervention
in rural India, DEF therefore required that we
adapt the intervention to be more in line with
their own media literacy strategy. As a result,
the key difference between the English and
Hindi versions of the Join this Group game is
that players take on more of a traditional fact-
checking role by posing as an undercover de-
tective fightingmisinformation online. This is in
stark contrast to active inoculation games such
as Bad News, GoViral!, and Harmony Square. In
these games, participants generally take on the
role of a misinformation spreader because this
perspective-taking exercise helps elicit “moti-
vational threat” or the motivation to defend
oneself against misinformation, a key compo-
nent of inoculation theory (Basol et al., 2021).
However, DEF advised that such a perspective
was not in line with their traditional media lit-
eracy training and may be confusing for their
target audience in India, who generally have
low digital literacy. Accordingly, we created
a new version of the game where the player
steps into the shoes of a fake news “detective.”
In the Hindi version, players are introduced

to the game with a messaging-interface screen
reading “Hello detective! We need you.” The
game explains that a group called “Big News”
is spreading propaganda on WhatsApp in the
fictional nation of “Santhala.” The game then
explains that understanding the techniques
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Figure 2 Landing page of the game. The text reads “Play the
game and watch out for notifications! Attention: You will receive a
password at the end of the game. In order to take part in the study,
you’ll need to input this password.” Blue button reads “Let’s start.”

of the “Big News” group will require going un-
dercover since messages are encrypted and
untraceable. Figures 2 and 3 below display
in-game screenshots. See Figures S4-S81 for
more screenshots.
Players go through four levels, each one

teaching and testing the application of tech-
niques present inmisinformation (fake experts,
emotional language, polarization, escalation).
See Table 1 for an overview of the four levels.
In the first level, players are shown how shar-
ing messages in a group unannounced can
result in being reported, an issue that can be
overcome by impersonating a fake expert to
boost credibility of spurious claims. Players
are then able to go undercover by spreading
rumors such as “Mangoes cause cancer” us-
ing their fake pseudonym (See Figure 3). Such
impersonations are pervasive throughout so-
cial media (Adewole et al., 2017; Goga et al.,

1All figures and tables starting with S are to be found in the
supplementary materials.

2015; Jung, 2011; Reznik, 2013). The second
level shows players how the use of emotionally
charged language can create an atmosphere
of chaos especially when combined with a vi-
sual prompt. Emotional framing and language
have been shown to increase salience, social
media engagement (Rathje et al., 2021), grab
attention (Konijn, 2012), and evoke emotional
reactions (Gross & Ambrosio, 2004). The third
level continues in context where players now
need to apply their detective skills to prevent
election manipulation. They are shown how
repeated false messaging that uses partisan
misinformation can vilify and antagonize the
opposition (such as a political party), exagger-
ate the perceived distance between identities,
sow doubt and increase support for a partic-
ular group (Groenendyk, 2018; S. Iyengar &
Krupenkin, 2018; Melki & Pickering, 2014). Fi-
nally, in the fourth level players are told that
they need to report the partisan misinforma-
tion being shared. This results in the suspicion
of a disloyal supporter in the political party’s
WhatsApp group and motivates a targeted of-
fline attack on the mole, which intensifies into
protests and riots. Throughout this level, the
game explains how online encouragement can
escalate into offline aggression (BBC Monitor-
ing, 2021; Robb, 2021).
At the end of each level, players are given a

summary of the techniques they have been in-
oculated against. Points and sanctions are also
counted throughout; if players send amessage
that does not reflect use of the techniques
learned, they are penalized. Conversely, ex-
posing propaganda as an undercover detec-
tive increases points. In all scenarios, players
also see WhatsApp group members’ reactions
to the misinformation. Overall, the game aims
to demonstrate how fabricated content can
evoke not only belief inmisinformation but also
create an atmosphere of fear, polarization, and
elicit violent offline behavior.
The study was thus designed to test the ef-

ficacy of Join this Group, measured by three
forms of assessment. We therefore hypothe-
sized that:
H1 Treatment group participants find manip-

ulative WhatsApp messages significantly less
reliable post-gameplay compared to the con-
trol group.
H2 Treatment group participants are signifi-

cantly more confident at assessing the reliabil-

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Figure 3 The first two messages after starting the game.
The top message reads “Hello Detective! We need you.” The bottom message reads “Our great country Santhala needs
you. A group called ‘Big News’ is spreading propaganda on a very large scale” (left).
In-game screenshot from the first level. The top message reads “Well done! Find the profile of a person who is a fake
doctor.” The bottom message reads “Dr. Saurav Agrawal” (right).

ity of manipulative WhatsApp messages com-
pared to the control group.
H3 Treatment group participants are signifi-

cantly less likely to want to forward manipula-
tive WhatsApp messages to others compared
to the control group.

Sample

After providing informed consent, we collected
n = 1283 observations, of which, n = 757 were
complete responses. Participants did not al-
ways complete the full survey; we saw some
drop-off after the intervention as many par-
ticipants did not complete the post-test. To
understand if the data was missing at random
(MAR), we ran further analyses using the pre-
test scores, condition allocation andWhatsApp
usage data to assess missingness (see the sup-
plementary materials for full details). We were
not able to study the demographic predictors
of the incomplete data because this was col-
lected at the end of the study. The analysis
finds that the data was not missing at random
and that a higher baseline confidence in as-
sessing the reliability of manipulative items de-
creased the odds of missingness (OR = 0.030,
[95%CI; 0.002,0.431]) and being assigned to
the treatment group increased the odds of
missingness (OR = 2.171, [95%CI; 1.589, 2.967]).
Please see Table S1 for full results.

During the data quality check, we further ob-
served data in which participants just provided
the same scale point consistently throughout
the pre-test, post-test, or both (e.g., “4”). We
therefore removed any responses which had
repeated answer patterns2 throughout the en-
tire section (pre-test or post-test), resulting in
a final sample size of n = 725. Of the final sam-
ple, 55% identified as female, 40% as male and
5% as other. 49% reported being 18-24 years
old. 42% reported having obtained at least a
bachelor’s degree. The sample was also heavily
left leaning, (M = 2.14, SD = 0.78). Finally, 65%
of participants came from the state of Mad-
hya Pradesh (17% from Rajasthan, 6% from
Chhattisgarh, 5% from Uttar Pradesh, 4% from
Jharkhand, 3% from Bihar). See Table S2 for a
full breakdown of the sample.

Results

All data cleaning and analysis was conducted
using RStudio, scripts are available via the
Open Science Framework: https://osf.io/abjrg.
For the main analyses, the following packages
were used: stats (for ANCOVA), TOSTER (for
tests of statistical equivalence) and BayesFac-
tor (for Bayesian t-tests).
We conducted a one-way ANCOVA to testH1,

2Analysis including the excluded 32 responses was also run
and these did not affect the results.
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Table 1 A summary of the game from the player’s perspective at
each of the four levels.

Level Manipulation Technique Description

1 Fake Expert As undercover detectives, play-
ers join a WhatsApp group
called “Breaking News” in the
town of “Santhala.” They share a
fake message but are kicked out
of the group, upon which they
are encouraged to use a fake
expert to gain credibility and
witness how this impersonation
can garner belief.

2 Emotional Language Players are told that certain
users in the group “Big News”
are picking fights. As an under-
cover detective, they are tasked
with spreading content to con-
tribute to the chaos. The game
then prompts players to share
a fear or anger inducing mes-
sage. This level shows players
how, especially when paired with
an image, emotional language
can manipulate opinions and
exacerbate chaos in the group.

3 Polarization At this stage, Santhala is fac-
ing an election that the group
“Breaking News” is attempting
to manipulate. Players are told
they must go undercover in
one of the political candidate
groups to spread polarizing
information (e.g., damaging in-
formation about the opposition).
The game shows how this cy-
cle causes wider rifts between
supporters.

4 Escalation Continuing in context, the oppo-
sition group reports the polariz-
ing fake news shared earlier to
the media. The player is shown
how members of the group try
to identify the ‘mole’ which esca-
lates into an offline attack on the
suspected individual. Although
WhatsApp now bans this polit-
ical group, players are shown
how they simply create another
one with new phone numbers.

examining whether post-test reliability scores

of manipulative items were significantly differ-
ent between conditions, controlling for pre-
test scores. We found no significant difference
in reliability assessments between treatment
and condition groups: F (1,722) = 0.00, p = 0.97.
This relationship held for the subcategories of
the fake items; fake expert: F (1,722) = 0.21, p
= 0.65; emotion: F (1,722) = 0.21, p = 0.65; po-
larization: F (1,722) = 0.35, p =0.55; and escala-
tion: F (1,722) = 0.03, p = 0.85. To test whether
the non-significant results imply null effects
or equivalence to zero (Lakens et al., 2018),
we conducted an equivalence test using two
one-sided tests (TOST) on the post-gameplay
outcomes (TOSTs).3 We could not confirm sta-
tistical equivalence to zero for the average relia-
bility score t(721.68) = -1.44, p = 0.07. However,
a Bayesian paired samples t-test for the aver-
aged reliability score of misinformation items
gives a Bayes factor of BF10 = 0.25 (error % =
0.00), indicating support for the null hypothe-
sis of H1 (Dienes, 2014).
To test H2, we followed the same analysis:

we conducted a one-way ANCOVA on the aver-
age post-test confidence in reliability judgment
scores, controlling for the baseline. We find no
significant difference between groups: F (1,722)
= 1.79, p = 0.18 or for the subcategories; fake
expert: F (1, 722) = 1.56, p = 0.21; emotion:
F (1,722) = 1.05, p = 0.31; polarization: F (1,722)
= 1.18, p = 0.28; escalation: F (1,722) = 1.17,
p = 0.28. A TOST equivalence test confirmed
equivalence to zero for the average post-test
confidence scores (in assessing the reliability
of misinformation items), t(721.43) = -2.34, p
= 0.01. A Bayesian t-test provided strong ev-
idence for the null hypothesis of H2, with a
Bayes factor of BF10 = 0.04 (error % = 0.00).
To testH3, or whether there was a difference

in post-test scores of intended willingness to
share misinformation, another one-way AN-
COVA was conducted on the average post-test
scores, controlling for the baseline. Results
were non-significant F (1,722) = 1.46, p = 0.23
including on the subcategories; fake expert:
F (1,722) = 1.94, p = 0.16; emotion: F (1,722) =
0.29, p = 0.59; polarization: F (1,722) = 2.75, p =
0.10; and escalation: F (1,722) = 2.77, p = 0.10.

3The smallest effect size of interest (SESOI) was set to d =
±0.25 based on the smallest observed effect size found
in published experiments that use gamified inoculation
interventions (Roozenbeek & van der Linden, 2019).
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A TOST analysis on the post-test likelihood to
share misinformation items scores could not
confirm statistical equivalence to zero t(719.73)
= -0.64, p = 0.26. However, a Bayesian t-test
suggested strong support for the null hypoth-
esis of H3 with a Bayes factor of BF10 = 0.07
(error % = 0.00). See Table S6 for Bayesian t-
tests. Figure 4 shows the distribution of mean
scores (reliability, confidence and sharing) for
all misinformation items. Similarly, Figure 5 dis-
plays the distribution of mean reliability scores
broken down by technique.
Though not hypothesized, to test whether

the intervention increased skepticism towards
factual messages, we also conducted a one-
way ANCOVA to test for significant differences
in post-gameplay scores for real news items,
controlling for baseline scores. Specifically, rat-
ings of reliability: F (1,722) = 0.09, p = 0.76;
confidence in judgments: F (1,722) = 1.10, p
= 0.30; and likelihood to share: F (1,722) =
1.39, p = 0.24 were not significantly different
across treatment and control groups. Similarly,
we tested whether the intervention improved
participants assessments of the two genuine
screenshots capturing fake news sharing on
WhatsApp. Using one-way ANCOVAs we found
no significant differences in ratings of reliabil-
ity: F (1, 712) = 0.99, p = 0.32; confidence: F (1,
711) = 1.68 , p = 0.20; or likelihood to share:
F (1,702) = 0.12 , p = 0.73.
We ran linear regressions to check for co-

variate effects on the differences in pre-post
measures of reliability, confidence, and sharing.
We only find that higher frequency of checking
the news significantly predicts a larger differ-
ence between pre and post confidence scores
of misinformation items (p = 0.03). See Tables
S33-S35 for the full results.

Discussion

Through this study we demonstrate that there
was no significant effect of playing Join this
Group on the veracity evaluations of both real
and misinformation items in our sample of
North Indians. This is in contrast with previ-
ous results that have found promising results
using gamified inoculation in Western popula-
tions ( including versions translated to German,
Greek, French, Polish, and Swedish (Basol et al.,
2021; Roozenbeek & van der Linden, 2020). Di-
rect replications of the Bad News game online

have also shown positive effects on urban pop-
ulations in India (A. Iyengar et al., 2022) and
importantly, randomized trial data4 from a rep-
resentative sample of the UK population using
the English version of Join this Group found that
the game significantly improved people’s ability
to detect fake news, how confident theywere in
their own judgments, and reduced their overall
willingness to share misinformation with oth-
ers (Basol et al., 2022).
There could be a myriad of explanations for

the discrepant results observed. therefore, we
categorize explanations into two broad cate-
gories: (1) cross-cultural (Indian sample, trans-
lated to Hindi) and (2) perspective shift (the
player assumed the role of detective).
Firstly, we discuss possible cross-cultural ex-

planations for our observed findings. While
inoculation interventions demonstrate a clear
potential to be effective (Traberg et al., 2022),
it is not surprising that the process of applying
an intervention to understudied, non-WEIRD
cultures (Henrich et al., 2010; Rad et al., 2018)
might require an iterative process. Indeed, pre-
vious interventions aiming to reduce belief in
and sharing of misinformation in India have
faced similar difficulty. WhatsApp’s media lit-
eracy campaigns and adverts have been crit-
icized for a lack of alignment with local con-
texts (Medeiros & Singh, 2021). In-person or
online digital literacy interventions have either
demonstrated no reduced belief in misinfor-
mation (Badrinathan, 2021) or an effect size
limited to a highly educated subset (Guess et
al., 2020). Here, we tested the efficacy of an
inoculation intervention, Join this group, that
was modified for context through partnership
with a local non-profit. The intervention aimed
to teach participants fundamental techniques
commonly used in the presentation of misin-
formation through an inoculation intervention.
We expected that our local adaptation and use
of inoculation would improve individual verac-
ity discernment of manipulative news items.
Yet, we do not find this in our study.
We hypothesize that the cultural context, lo-

cal values, and social preferences may have
played a role. In particular, the process of
successful inoculation in the Indian popula-
tion may be different. Threat has long been

4This publication of this data is forthcoming. Once pub-
lished, it can be made available upon request.
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Figure 4 Distribution of pre-test and post-test mean scores in the treatment and control groups, for the reliability,
confidence, and sharing scores of misinformation items across all manipulation techniques.

conceptualized a key and necessary compo-
nent for inoculation to take place (McGuire,
1964) with most recent scholars agreeing that
a threshold level of threat is required for in-
oculation to be conferred (Compton, 2021) as
it serves the function of highlighting one’s vul-
nerability which in turn, motivates the build-up
of resistance. While there is no quantitatively
defined level of minimum threat discussed in
inoculation theory, studies assessing inocula-
tion have traditionally measured threat as an
apprehension (Ivanov et al., 2022; Wood, 2007)
and more recently in a motivational form (Ba-
nas & Richards, 2017). Unfortunately, we did
not include measures of apprehensive or mo-
tivational threat in our study. Moreover, given
the paucity of literature around non-WEIRD
samples in psychology in general, it is difficult
to make claims about the efficacy of inocula-
tion without an explicit measurement of threat.
Future research should consider incorporat-
ing this, informed by cultural variation in emo-
tional experience andmotivations (Kwan, 2016;
Lim, 2004; Matsumoto et al., 2008; Mesquita
& Walker, 2003).
The cross-cultural adaptation also required

numerous language and context changes.
(Roozenbeek & van der Linden, 2020). For ex-
ample, the chosen fictional country of “San-
thala” may have carried pre-conceived notions
for some given its close resemblance to the
Santhal tribe (The Editors of Encyclopaedia Bri-

Original Purpose

This paper aims to address the paucity of empirical re-

search investigating misinformation interventions in devel-

oping countries. One important difference in the circula-

tion of misinformation in developing countries is its spread

through private, encrypted networks such as WhatsApp,

which poses different challenges than (the circulation of)

misinformation on open networks such as Twitter and Face-

book. As such, this paper features a study testing the ef-

ficacy of an “inoculation” game in India. We hypothesized

that previously reported effects of this inoculation game

would be replicated by reducing the reported reliability and

sharing intent of misinformation while increasing people's

confidence in their own assessments.
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Figure 5 Distribution of mean reliability scores of misinformation items by manipulation technique.

tannica, 2012). All 12 manipulative WhatsApp
prompts were translated from English to Hindi,
which may have resulted in a loss of meaning
and validity of measurement (see Figure S9 for
an example). In addition, based on 2011 na-
tional census data, we estimate that our sam-
ple is 74% rural (Government of India, 2016),
a figure calculated based on the sample’s dis-
tribution across states (see Table S39). Shahid
et al. (2022) find that rural samples had a lower
ability to detect misinformation compared to
their urban counterparts, suggesting that in-
terventions on rural samples may require ad-
ditional challenges.
Moreover, rural areas are estimated to have

a digital literacy rate of 25% compared to 61%
in urban areas (Mothkoor & Mumtaz, 2021),
suggesting that our sample has low digital liter-
acy overall. Classifying a household as digitally
literate only requires one person, aged above
5 years, to be able to operate a computer and
use the internet. As such, it is likely that our
game-based intervention was conducted on

participants with minimal experience with op-
erating digital devices. This is compounded by
the fact that the majority of our sample was
female (55%), who typically have lower digital
literacy in this area (Rowntree et al., 2020). This
could have hindered the intervention’s efficacy.
Furthermore, data quality was poor: only 26%
of individuals who played the inoculation game
put in the password correctly. Further analysis,
however, demonstrated that this did not make
a difference to our results (please see Tables
S36-38).
Secondly, the game departed from previ-

ous game-based inoculation experiments in
that it changed the player’s perspective from
troll to detective. Although this change pre-
served the critical element of ‘active’ inocula-
tion that has been effective previously (Pfau
et al., 2005; Roozenbeek & van der Linden,
2019), it is possible that the role of being not
only a detective, but also being undercover,
added further layers of complexity that mini-
mized goal salience and clarity for participants,
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Figure 6 Distribution of post-pre differences between control and treatment groups. Red line drawn at y = 0.

thus reducing its effectiveness. Practitioners
may also consider running naturalistic studies
in developing countries by conducting interven-
tions broadcasted on WhatsApp through local
organizations’ subscription lists for increased
data availability (Bowles et al., 2020), or even
by artificially constructing a social network in
the lab (Pogorelskiy & Shum, 2017).
Our study may be taken as a lesson in con-

ducting interventions in underexplored popu-
lations. In particular, the typical data quality,
representativeness, and methodological best
practices for running such online experiments
in India, and non-WEIRD countries in general,
is poorly understood and can impede the ex-
perimental process. Campbell-Smith and Brad-
shaw (2019) notes, “having digital connectivity
does not mean people are digitally equipped
to use online surveys. They have issues in read-

ing and writing, but not in talking.” Although
we partnered with a local NGO in India, one
must also account for gaps in the implemen-
tation of scientific experimental designs in the
field, particularly by non-academic partners as
it can increase the possibility of unobserved ex-
traneous variables. Additionally, we observed
non-random missingness in the data. We find
that being assigned to the treatment group
increases the odds of an incomplete or miss-
ing response, which may have introduced a
bias in the results. However, as we found null
results no further correction analysis was con-
ducted. Future replications, particularly that
find significant results, should pay attention to
any differential attrition.
Future studies may also benefit from

stronger local relationships (Sircar &
Chauchard, 2019) as well as a greater
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accountability of the diversity within countries,
such as India, that have notable heterogeneity
beyond age, gender, and education level
(Deshmukh, 2019). For example, the question
on political ideology in this study was more
accurately asking people how “free” their
ideology is rather than measuring their
political ideology on a left-right scale (measure
detailed in the supplement). Although India
has been historically classified as clientelist
and thus there is no established scale to
capture political ideology, some evidence
suggests voting behavior among certain
groups is not clientelist (Chibber & Verma,
2018). Future research will need to account
for this in the design of surveys. In the context
of misinformation, educational interventions
have shown differing efficacy depending on
political party support (Badrinathan, 2021)
while polarizing content on the basis of religion
and caste is often featured in misinformation
circulated in India (Al-Zaman, 2021; Arun,
2019; Campbell-Smith & Bradshaw, 2019).
For digital interventions, Indian samples may
also vary in levels of digital literacy by caste
and consumption levels (Mothkoor & Mumtaz,
2021). Therefore, additional measures, such
as whether someone is part of a scheduled
group (caste or tribe), religion, income level,
and political party affiliation can facilitate
a richer understanding of the intervention
efficacy in subgroups due to heterogeneity in
local factors. To isolate the effect of culture,
experiments may also aspire to reach a more
digitally literate population within non-WEIRD
cultures, given that middle class, urban
population in non-WEIRD countries are more
likely to resemble the typically studied WEIRD
population (Ghai, 2021).

Conclusion

This study was motivated by scarcity of studies
examining non-WEIRD populations in general
(Henrich et al., 2010), and by the lack of re-
search testing the effectiveness of misinforma-
tion interventions in democracies such as India
(Badrinathan, 2021), that are being threatened
by the prevalence of misinformation. We find
null results of a game-based inoculation inter-
vention, Join this Group, on ratings of reliability,
reported intent to share, and confidence in

judgments of misinformation messages. Previ-
ous similar game-based inoculation interven-
tions have been demonstrably successful (Ba-
sol et al., 2020; Roozenbeek & van der Linden,
2018, 2019, 2020). We would thus conclude
that the results reported here are more likely
to reflect an interplay of cultural and exper-
imental design factors. Taken together, we
interpret these findings as a call for further
adaptation and testing of inoculation interven-
tions on non-WEIRD populations. Modifica-
tions may include measuring conceptual medi-
ators such as motivational threat to elucidate
and hypothesize potential differences in cross-
cultural mechanisms, partnering with local re-
searchers and universities, measuring digital
literacy, as well as assessing of behavioral out-
comes such as news sharing online.
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Supplemental Materials

Missing Data

A total of n = 1283 consenting individuals began the survey of which n = 757 were complete
and valid responses used in the analysis. As sample demographics were only collected after the
post-test measures, it is not possible to understand the differences in individual characteristics
across missing and complete responses. However, after filtering out for the those answered
at least one question in the pre-test (n = 1038), Little’s MCAR test (run in R using the misty
package) for all three dependent variables (reliability, confidence and sharing) suggested that
the data were not missing completely at random, χ2 (5) = 70.59, p < 0.001. Thus, we ran a
standard logistic regression (using the glm function from the stats package in R) to investigate
patterns of missing data as a function of pre-test responses. This was done by creating a dummy
variable where 1 = missing observation and 0 = complete responses. For the manipulative items,
higher pre-test confidence scores slightly reduced the odds of missingness (OR = 0.030, [95%CI;
0.002,0.431]) and being assigned the treatment group increased the odds of missingness (OR =
2.171, [95%CI; 1.589, 2.967]). This implies that a higher baseline confidence in assessing the
reliability of manipulative items decreases the likelihood of missingness while being assigned to
the treatment group increases the likelihood of missingness. All other pre-test measures did
not affect the odds of dropout. We were not able to assess whether the missing data was due
to demographic factors as these were collected at the end of the study.

Table S1 Logistic Regression Predicting Missingness (where Missing data = 1, Complete data = 0)

Odds Ratio Confidence Intervals

(Intercept) 0.408 CI [0.142, 1.172]

Reliability Pre-test (Fake Items) 0.836 CI [0.082, 8.490]

Confidence Pre-test (Fake Items) 0.030 ** CI [0.002, 0.431]

Sharing Pre-test (Fake Items) 4.965 CI [0.509, 48.440]

WhatsApp Usage 1.032 CI [0.848, 1.256]

Reliability Pre-test (Real Items) 1.100 CI [0.849, 1.425]

Confidence Pre-test (Real Items) 0.811 CI [0.626, 1.053]

Sharing Pre-test (Real Items) 1.034 CI [0.806, 1.327]

Reliability Pre-test (Real Fake Items) 1.067 CI [0.800, 1.424]

Confidence Pre-test (Real Fake Items) 0.874 CI [0.660, 1.157]

Sharing Pre-test (Real Fake Items) 1.307 CI [0.942, 1.813]

Condition (Treatment) 2.171 *** CI [1.589, 2.967]

N 899

AIC 1057.126

BIC 1114.742

Pseudo R2 0.083

*** p < 0.001; ** p < 0.01; * p < 0.05.
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Political Ideology Measurements.

Although we employed a measure from the British Social Attitudes survey, we employed a
measure to assess the self-reported identification along the left to right spectrum:
���� ��� �� ������� ��, ����� ����� ���� �� �� ���� �� �� ������� �� ��� ���������
��� ����� ���.

On the slider below, please indicate your political ideology.
[Far left of slider; closer to 1] Very free ideology
[Middle of slider; closer to 4] Less free ideology
[Far right of slider; closer to 7] Not free ideology
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Table S2 Sample Composition

Variable n Percentage Cumulative Percentage

Gender

Male 293 40% 40%

Female 397 55% 95%

Other 35 5% 100%

Age

18-24 356 49% 49%

25-34 286 39% 89%

35-44 64 9% 97%

45-54 16 2% 100%

55 and over 3 0% 100%

Political Leaning

1 Very left-wing 139 19% 19%

2 385 53% 72%

3 165 23% 95%

4 34 5% 100%

5 Very right-wing 2 0% 100%

Education

Class 12 159 22% 22%

Elementary 16 2% 24%

Graduate 306 42% 66%

Post Grad 172 24% 90%

Up to Tenth 72 10% 100%

State

Bihar 19 3% 3%

Chhattisgarh 42 6% 8%

Delhi 3 0% 9%

Haryana 5 1% 10%

Jharkhand 26 4% 13%

Madhya Pradesh 471 65% 78%

Rajasthan 120 17% 95%

Unknown 6 1% 95%

Uttar Pradesh 33 5% 100%

Frequency of Checking the News

1 Never 5 1% 1%

2 Occasionally 90 12% 13%

3 Somewhat 166 23% 36%

4 Often 295 41% 77%

5 All the time 169 23% 100%
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Table S2 Table S2 continued

Use of social media

1 Never 28 4% 4%

2 Occasionally 129 18% 22%

3 Somewhat 167 23% 45%

4 Often 212 29% 74%

5 All the time 189 26% 100%

Use of WhatsApp

1 Never 4 1% 1%

2 Occasionally 22 3% 4%

3 Once a week 26 4% 7%

4 Daily 90 12% 20%

5 More than once a day 520 72% 91%

NA 63 9% 100%

Interest in Politics

1 Not interested at all 50 7% 7%

2 84 12% 18%

3 Slightly interested 289 40% 58%

4 189 26% 84%

5 Very interested 113 16% 100%

Table S3 ANCOVA on Post-Treatment scores of reliability assessments (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.25 1 0.25 36.90 p < 0.001
F_Rel_Pre 6.76 1 6.76 1000.84 p < 0.001 .58 [.55, .61]

Condition 0.00 1 0.00 0.00 .969 .00 [.00, 1.00]

Error 4.88 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S4 ANCOVA on Post-Treatment scores of confidence measure (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.59 1 0.59 83.25 p < 0.001
F_Conf_Pre 6.45 1 6.45 908.30 p < 0.001 .56 [.52, .59]

Condition 0.01 1 0.01 1.79 .181 .00 [.00, .01]

Error 5.13 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S5 ANCOVA on Post-Treatment scores of sharing measure (of manipulative items)

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.35 1 0.35 48.64 p < 0.001
F_Share_Pre 8.42 1 8.42 1155.91 p < 0.001 .62 [.58, .64]

Condition 0.01 1 0.01 1.46 .227 .00 [.00, .01]

Error 5.26 722 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S6 Bayesian paired sample t-test on dependent variables

Variable Statistic Error %

Reliability of Fake Messages

Reliability-Post Reliability-Pre BF10, prior = 0.707 0.249 2.604E-08

Confidence in judgement of Fake Messages

Confidence-Post Confidence-Pre BF10, prior = 0.707 0.043 1.612E-07

Intent to share Fake Messages

Share-Post Share-Pre BF10, prior = 0.707 0.073 9.425E-08

Table S7 Reliability measure - Fixed-Effects ANCOVA on post-test fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 6.49 1 6.49 48.51 p < 0.001
FE_Rel_Pre 102.89 1 102.89 768.80 p < 0.001 .52 [.48, .55]

Condition 0.03 1 0.03 0.21 .648 .00 [.00, .01]

Error 96.62 722 0.13

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S8 Reliability Measure - ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 14.19 1 14.19 69.20 p < 0.001

EM_Rel_Pre 89.90 1 89.90 438.44 p < 0.001 .38 [.33, .42]

Condition 0.04 1 0.04 0.21 .649 .00 [.00, .01]

Error 148.04 722 0.21

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S9 Reliability Measure - ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 16.52 1 16.52 81.00 p < 0.001
PL_Rel_Pre 119.46 1 119.46 585.71 p < 0.001 .45 [.41, .49]

Condition 0.07 1 0.07 0.35 .553 .00 [.00, .01]

Error 147.26 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S10 Reliability Measure - ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 13.38 1 13.38 68.51 p < 0.001
ES_Rel_Pre 96.59 1 96.59 494.40 p < 0.001 .41 [.36, .45]

Condition 0.01 1 0.01 0.03 .852 .00 [.00, .00]

Error 141.06 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S11 Reliability measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 63.45 1 63.45 116.01 .000
RF_Rel_Pre 198.77 1 198.77 363.43 .000 .34 [.29, .38]

Condition 0.54 1 0.54 0.99 .319 .00 [.00, .01]

Error 389.40 712 0.55

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Table S12 Reliability measure - ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 41.14 1 41.14 81.48 .000
R_Rel_Pre 265.29 1 265.29 525.46 .000 .42 [.38, .46]

Condition 0.05 1 0.05 0.09 .763 .00 [.00, .00]

Error 364.52 722 0.50

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S13 Confidence measure - ANCOVA on post-test score of fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 16.56 1 16.56 123.94 p < 0.001
FE_Conf_Pre 96.67 1 96.67 723.45 p < 0.001 .50 [.46, .54]

Condition 0.21 1 0.21 1.56 .211 .00 [.00, .01]

Error 96.47 722 0.13

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S14 Confidence measure – ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 19.49 1 19.49 103.28 p < 0.001
EM_Conf_Pre 90.92 1 90.92 481.79 p < 0.001 .40 [.36, .44]

Condition 0.20 1 0.20 1.05 .306 .00 [.00, .01]

Error 136.25 722 0.19

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S15 Confidence measure – ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 22.17 1 22.17 119.57 p < 0.001
PL_Conf_Pre 92.32 1 92.32 497.93 p < 0.001 .41 [.37, .45]

Condition 0.22 1 0.22 1.18 .278 .00 [.00, .01]

Error 133.87 722 0.19

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S16 Confidence measure – ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 24.97 1 24.97 135.70 p < 0.001
ES_Conf_Pre 90.68 1 90.68 492.84 p < 0.001 .41 [.36, .45]

Condition 0.21 1 0.21 1.17 .280 .00 [.00, .01]

Error 132.84 722 0.18

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S17 Confidence measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 72.95 1 72.95 143.40 .000
RF_Conf_Pre 200.25 1 200.25 393.60 .000 .36 [.31, .40]

Condition 0.86 1 0.86 1.68 .195 .00 [.00, .01]

Error 361.73 711 0.51

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S18 Confidence measure – ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 64.69 1 64.69 110.28 .000
R_Conf_Pre 325.73 1 325.73 555.32 .000 .43 [.39, .47]

Condition 0.65 1 0.65 1.10 .295 .00 [.00, .01]

Error 423.49 722 0.59

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S19 Sharing Measure – ANCOVA on post-test score of fake expert manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 10.08 1 10.08 69.52 p < 0.001
FE_Share_Pre 125.70 1 125.70 867.08 p < 0.001 .55 [.51, .58]

Condition 0.28 1 0.28 1.94 .164 .00 [.00, .01]

Error 104.67 722 0.14

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S20 Sharing Measure – ANCOVA on post-test score of emotional manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 13.68 1 13.68 67.67 p < 0.001
EM_Share_Pre 133.09 1 133.09 658.41 p < 0.001 .48 [.44, .51]

Condition 0.06 1 0.06 0.29 .590 .00 [.00, .01]

Error 145.95 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Table S21 Sharing Measure – ANCOVA on post-test score of polarisation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 17.68 1 17.68 82.23 p < 0.001
PL_Share_Pre 130.23 1 130.23 605.59 p < 0.001 .46 [.41, .49]

Condition 0.59 1 0.59 2.75 .098 .00 [.00, .01]

Error 155.26 722 0.22

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S22 Sharing Measure – ANCOVA on post-test score of escalation manipulation items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 17.43 1 17.43 88.22 p < 0.001
ES_Share_Pre 130.11 1 130.11 658.64 p < 0.001 .48 [.44, .51]

Condition 0.55 1 0.55 2.77 .097 .00 [.00, .01]

Error 142.63 722 0.20

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S23 Sharing measure – ANCOVA on post-test score of authentic fake news items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 49.16 1 49.16 83.26 .000
RF_Share_Pre 291.58 1 291.58 493.82 .000 .41 [.37, .45]

Condition 0.07 1 0.07 0.12 .732 .00 [.00, .00]

Error 414.50 702 0.59

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S24 Sharing Measure – ANCOVA on post-test score of real (non-manipulative) items

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 44.18 1 44.18 78.11 .000
R_Share_Pre 373.52 1 373.52 660.31 .000 .48 [.44, .51]

Condition 0.79 1 0.79 1.39 .239 .00 [.00, .01]

Error 408.41 722 0.57

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S25 Pre-Post Mean Differences

Variable Condition N Mean.Difference SD

Reliability (manipulative items) Treatment 360 -0.00 0.08

Confidence (manipulative items) Treatment 360 -0.00 0.08

Sharing (manipulative items) Treatment 360 -0.00 0.08

Reliability (real items) Treatment 360 0.07 0.73

Confidence (real items) Treatment 360 -0.02 0.83

Sharing (real items) Treatment 360 0.05 0.80

Reliability (authentic fake items) Treatment 355 0.04 0.78

Confidence (authentic fake items) Treatment 357 -0.01 0.78

Sharing (authentic fake items) Treatment 352 0.01 0.84

Reliability (manipulative items) Control 365 -0.01 0.09

Confidence (manipulative items) Control 365 0.00 0.10

Sharing (manipulative items) Control 365 -0.00 0.09

Reliability (real items) Control 365 0.04 0.80

Confidence (real items) Control 365 0.04 0.84

Sharing (real items) Control 365 0.07 0.81

Reliability (authentic fake items) Control 360 0.03 0.85

Confidence (authentic fake items) Control 357 0.04 0.81

Sharing (authentic fake items) Control 353 -0.03 0.84
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Table S26 Reliability Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Rel_1-FakeExp 0.271 1 723 0.603

Diff_Fake_Rel_2-FakeExp 0.108 1 723 0.743

Diff_Fake_Rel_3-FakeExp 0.303 1 723 0.582

Diff_Fake_Rel_4-Emotion 0.044 1 723 0.834

Diff_Fake_Rel_5-Emotion 3.286 1 723 0.070

Diff_Fake_Rel_6-Polarise 0.371 1 723 0.543

Diff_Fake_Rel_7-Emotion 1.407 1 723 0.236

Diff_Fake_Rel_8-Polarise 1.744 1 723 0.187

Diff_Fake_Rel_9-Polarise 0.010 1 723 0.919

Diff_Fake_Rel_10-Escalate 0.322 1 723 0.571

Diff_Fake_Rel_11-Escalate 1.317 1 723 0.252

Diff_Fake_Rel_12-Escalate 0.008 1 723 0.930

Diff_Real_Fake_Conf_13 (authentic fake item) 0.186 1 713 0.666

Diff_Real_Fake_Conf_14 (authentic fake item) 0.283 1 723 0.595

Diff_Real_Rel_15 0.191 1 723 0.662

Diff_Real_Rel_16 1.345 1 723 0.247

Table S27 Confidence Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Conf_1-FakeExp 2.323 1 723 0.128

Diff_Fake_Conf_2-FakeExp 0.001 1 723 0.974

Diff_Fake_Conf_3-FakeExp 0.000 1 723 0.990

Diff_Fake_Conf_4-Emotion 0.214 1 723 0.644

Diff_Fake_Conf_5-Emotion 0.576 1 723 0.448

Diff_Fake_Conf_6-Polarise 2.496 1 723 0.115

Diff_Fake_Conf_7-Emotion 0.327 1 723 0.567

Diff_Fake_Conf_8-Polarise 1.697 1 723 0.193

Diff_Fake_Conf_9-Polarise 3.400 1 723 0.066

Diff_Fake_Conf_10-Escalate 0.035 1 723 0.851

Diff_Fake_Conf_11-Escalate 0.929 1 723 0.336

Diff_Fake_Conf_12-Escalate 0.807 1 723 0.369

Diff_Real_Fake_Conf_13 (authentic fake item) 2.458 1 712 0.117

Diff_Real_Fake_Conf_14 (authentic fake item) 0.337 1 723 0.562

Diff_Real_Conf_15 2.044 1 723 0.153

Diff_Real_Conf_16 0.002 1 723 0.965
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Table S28 Sharing Measure - item-level ANOVA table (pre-post difference scores)

Variable F.value df1 df2 p

Diff_Fake_Share_1-FakeExp 0.592 1 723 0.442

Diff_Fake_Share_2-FakeExp 0.385 1 723 0.535

Diff_Fake_Share_3-FakeExp 0.004 1 723 0.952

Diff_Fake_Share_4-Emotion 0.012 1 723 0.911

Diff_Fake_Share_5-Emotion 1.179 1 723 0.278

Diff_Fake_Share_6-Polarise 0.233 1 723 0.629

Diff_Fake_Share_7-Emotion 0.010 1 723 0.921

Diff_Fake_Share_8-Polarise 1.426 1 723 0.233

Diff_Fake_Share_9-Polarise 0.672 1 723 0.413

Diff_Fake_Share_10-Escalate 2.935 1 723 0.087

Diff_Fake_Share_11-Escalate 0.146 1 723 0.703

Diff_Fake_Share_12-Escalate 0.144 1 723 0.705

Diff_Real_Fake_Conf_13 (authentic fake item) 0.664 1 703 0.415

Diff_Real_Fake_Conf_14 (authentic fake item) 0.099 1 723 0.753

Diff_Real_Share_15 0.006 1 723 0.936

Diff_Real_Share_16 0.203 1 723 0.653

Table S29 Reliability Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Rel_1-FakeExp 4.51 2.27 4.28 2.30 4.50 2.27 4.36 2.26
Fake_Rel_10-Escalate 3.69 2.17 3.50 2.18 4.11 2.24 3.83 2.27
Fake_Rel_11-Escalate 2.95 1.98 3.09 2.07 3.24 2.13 3.20 2.08
Fake_Rel_12-Escalate 3.59 2.15 3.55 2.13 3.84 2.15 3.82 2.10
Fake_Rel_2-FakeExp 3.12 2.08 3.19 2.13 3.40 2.16 3.42 2.14
Fake_Rel_3-FakeExp 3.92 2.26 3.77 2.21 4.18 2.29 4.12 2.24
Fake_Rel_4-Emotion 3.44 1.97 3.36 2.05 3.63 2.09 3.59 2.10
Fake_Rel_5-Emotion 3.68 2.13 3.61 2.12 4.15 2.14 3.78 2.09
Fake_Rel_6-Polarise 4.03 2.26 3.87 2.25 4.21 2.20 4.16 2.22
Fake_Rel_7-Emotion 3.24 2.07 3.31 2.16 3.50 2.05 3.38 2.15
Fake_Rel_8-Polarise 3.53 2.06 3.61 2.18 3.95 2.06 3.82 2.14
Fake_Rel_9-Polarise 3.79 2.21 3.82 2.17 4.07 2.18 4.12 2.17
Real_Fake Rel_13 3.26 2.06 3.36 2.06 3.45 2.03 3.65 2.06
Real_Fake Rel_14 3.32 2.18 3.34 2.28 3.76 2.29 3.69 2.28
Real_Rel_15 2.49 1.93 2.59 1.98 2.77 2.10 2.93 2.13
Real_Rel_16 2.65 2.00 2.82 2.11 2.89 2.06 2.89 2.04
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Table S30 Confidence Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Conf_1-FakeExp 4.80 2.01 4.84 1.94 4.83 2.12 5.09 1.93
Fake_Conf_10-Escalate 4.57 2.02 4.56 1.96 4.68 2.00 4.69 1.98
Fake_Conf_11-Escalate 4.51 2.04 4.50 2.07 4.42 2.19 4.56 2.05
Fake_Conf_12-Escalate 4.60 2.01 4.49 1.93 4.57 2.00 4.60 1.96
Fake_Conf_2-FakeExp 4.32 2.03 4.36 2.04 4.47 2.12 4.50 2.10
Fake_Conf_3-FakeExp 4.66 2.04 4.72 1.94 4.72 2.07 4.79 2.00
Fake_Conf_4-Emotion 4.32 1.99 4.24 1.97 4.42 2.01 4.41 2.03
Fake_Conf_5-Emotion 4.66 1.96 4.54 1.95 4.67 2.04 4.66 1.92
Fake_Conf_6-Polarise 4.85 1.95 4.63 1.98 4.78 2.01 4.81 2.05
Fake_Conf_7-Emotion 4.44 1.98 4.36 2.02 4.39 1.99 4.41 1.97
Fake_Conf_8-Polarise 4.54 1.94 4.64 2.01 4.72 1.95 4.61 1.97
Fake_Conf_9-Polarise 4.71 1.97 4.66 1.99 4.55 2.01 4.79 1.89
Real Fake_Conf_13 4.54 2.02 4.46 2.00 4.55 1.98 4.69 1.87
Real Fake_Conf_14 4.45 2.11 4.50 2.13 4.70 2.14 4.66 2.05
Real_Conf_15 4.41 2.27 4.25 2.25 4.29 2.24 4.35 2.21
Real_Conf_16 4.21 2.26 4.29 2.18 4.40 2.19 4.48 2.20

Table S31 Sharing Measure – Item-level statistics

Treatment Control

Item Mpre SDpre Mpost SDpost Mpre SDpre Mpost SDpost

Fake_Share_1-FakeExp 4.55 2.28 4.39 2.25 4.73 2.26 4.70 2.21
Fake_Share_10-Escalate 4.03 2.24 3.79 2.24 4.32 2.27 4.35 2.21
Fake_Share_11-Escalate 3.37 2.19 3.51 2.21 3.65 2.31 3.73 2.27
Fake_Share_12-Escalate 3.93 2.25 3.83 2.26 4.12 2.17 4.08 2.24
Fake_Share_2-FakeExp 3.57 2.23 3.57 2.18 3.91 2.28 3.82 2.23
Fake_Share_3-FakeExp 3.92 2.26 4.03 2.31 4.30 2.28 4.42 2.25
Fake_Share_4-Emotion 3.58 2.16 3.51 2.19 3.88 2.29 3.83 2.20
Fake_Share_5-Emotion 3.88 2.19 3.80 2.19 4.33 2.21 4.08 2.18
Fake_Share_6-Polarise 4.03 2.31 4.00 2.32 4.55 2.24 4.45 2.23
Fake_Share_7-Emotion 3.38 2.17 3.45 2.23 3.68 2.18 3.77 2.23
Fake_Share_8-Polarise 3.93 2.24 3.78 2.26 4.11 2.18 4.16 2.27
Fake_Share_9-Polarise 4.14 2.22 3.92 2.29 4.29 2.20 4.21 2.14
Real Fake_Share_13 3.62 2.26 3.75 2.23 4.03 2.31 4.04 2.22
Real Fake Share_14 3.84 2.27 3.79 2.29 4.19 2.37 4.09 2.33
Real_Share_15 2.94 2.12 3.05 2.20 3.48 2.28 3.58 2.33
Real_Share_16 3.20 2.30 3.31 2.30 3.40 2.29 3.58 2.34
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Table S32 Reliability, Confidence and Sharing Measure of all manipulative items - Two-sided Indepen-
dent Samples t-test of equivalence (TOSTs)

Var b.0. t.0. df.0. p.0. b.1. t.1. df.1. p.1. b.2. t.2. df.2. p.2.

F_Rel_Post t-test 1.92 721.68 0.06 TOST Upper -1.45 721.68 0.07 TOST Lower 5.29 721.68 p < 0.001

F_Conf_Post t-test 1.03 721.43 0.31 TOST Upper -2.34 721.43 0.01 TOST Lower 4.39 721.43 p < 0.001

F_Share_Post t-test 2.72 719.73 0.01 TOST Upper -0.64 719.73 0.26 TOST Lower 6.09 719.73 p < 0.001

Table S33 Linear regression with difference in pre-post reliability rating of manipulative messaging as
the dependent variable

Predictors Estimates CI p

(Intercept) −0.02 −0.08 − −0.03 0.436
Condition [Treatment] 0.00 −0.01 − −0.02 0.633
Gender [2] −0.01 −0.02 − −0.00 0.186
Gender [3] −0.03 −0.06 − −0.00 0.069
Grad [1] −0.00 −0.01 − −0.01 0.955
Age25-34 −0.00 −0.02 − −0.01 0.580
Age35-44 0.01 −0.02 − −0.03 0.542
Age45-54 −0.03 −0.08 − −0.01 0.130
Age [55 and over] 0.00 −0.09 − −0.10 0.964
Pol_interest_1 −0.00 −0.01 − −0.01 0.973
LR_Score −0.00 −0.01 − −0.01 0.906
FromMP [1] 0.01 −0.01 − −0.02 0.517
Lib_Auth 0.01 −0.00 − −0.03 0.054
WAUse_1 −0.01 −0.01 − −0.00 0.198
News.checking_1 0.01 −0.00 − −0.01 0.087
Social.checking_1 −0.00 −0.01 − −0.00 0.527

Observations 662

R2 / R2 adjusted 0.026 / 0.003
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Table S34 Linear regression with difference in pre-post confidence rating of manipulative messaging
as the dependent variable

Predictors Estimates CI% p

(Intercept) −0.01 −0.07 − −0.05 % 0.783

Condition [Treatment] −0.01 −0.02 − −0.01 % 0.335

Gender [2] −0.00 −0.02 − −0.01 % 0.570

Gender [3] −0.01 −0.04 − −0.02 % 0.622

Grad [1] −0.01 −0.02 − −0.01 % 0.218

Age25-34 −0.01 −0.02 − −0.01 % 0.492

Age35-44 −0.01 −0.03 − −0.02 % 0.603

Age45-54 −0.04 −0.08 − −0.01 % 0.103

Age [55 and over] 0.00 −0.10 − −0.10 % 0.944

Pol_interest_1 −0.00 −0.01 − −0.00 % 0.421

LR_Score −0.01 −0.02 − −0.00 % 0.310

FromMP [1] −0.01 −0.02 − −0.01 % 0.523

Lib_Auth 0.01 −0.01 − −0.02 % 0.253

WAUse_1 0.00 −0.01 − −0.01 % 0.611

News.checking_1 0.01 0.00 − −0.02 % 0.032

Social.checking_1 −0.00 −0.01 − −0.00 % 0.203

Observations 662

R2 / R2 adjusted 0.019 / -0.003

Table S35 Linear regression with difference in pre-post sharing rating of manipulative messaging as
the dependent variable

Predictors Estimates CI p

(Intercept) 0.04 −0.02 − −0.10 0.192
Condition [Treatment] −0.01 −0.02 − −0.01 0.382
Gender [2] −0.00 −0.02 − −0.01 0.719
Gender [3] 0.00 −0.03 − −0.03 0.966
Grad [1] −0.00 −0.02 − −0.01 0.679
Age25-34 0.00 −0.01 − −0.02 0.603
Age35-44 0.00 −0.02 − −0.03 0.779
Age45-54 −0.01 −0.06 − −0.03 0.628
Age [55 and over] −0.02 −0.12 − −0.09 0.746
Pol_interest_1 −0.01 −0.01 − −0.00 0.059
LR_Score −0.00 −0.01 − −0.01 0.434
FromMP [1] −0.00 −0.02 − −0.02 0.935
Lib_Auth −0.00 −0.02 − −0.01 0.743
WAUse_1 −0.00 −0.01 − −0.00 0.314
News.checking_1 0.01 −0.00 − −0.02 0.102
Social.checking_1 −0.00 −0.01 − −0.00 0.555

Observations 662

R2 / R2 adjusted 0.012 / -0.011
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Table S36 ANCOVA on Post-Treatment scores of reliability assessments (of manipulative items) – data
filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.17 1 0.17 23.97 p < 0.001
F_Rel_Pre 4.18 1 4.18 586.29 p < 0.001 .56 [.52, .60]

Condition 0.00 1 0.00 0.10 .752 .00 [.00, .01]

Error 3.25 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S37 ANCOVA on Post-Treatment scores of confidence in assessments (of manipulative items) –
data filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.55 1 0.55 70.67 p < 0.001
F_Conf_Pre 3.54 1 3.54 458.50 p < 0.001 .50 [.45, .54]

Condition 0.00 1 0.00 0.25 .615 .00 [.00, .01]

Error 3.52 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.

Table S38 ANCOVA on Post-Treatment scores of sharing measure (of manipulative items) – data
filtered for treatment participants that inputted the game password correctly

Predictor SumofSquares df MeanSquare F p partial η
2

partial η
2

90%CI

[LL, UL]

(Intercept) 0.32 1 0.32 42.52 p < 0.001
F_Share_Pre 4.85 1 4.85 652.45 p < 0.001 .59 [.54, .63]

Condition 0.00 1 0.00 0.67 .413 .00 [.00, .01]

Error 3.39 456 0.01

Note. LL and UL represent the lower-limit and upper-limit of the partial η2 confidence interval,
respectively.
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Table S39 Proportion of rural population across participants’ states

State n Rural population (%) Weighted Rural1

Bihar 19 89 1685

Chhattisgarh 42 77 3226

Delhi 3 2 8

Haryana 5 65 325

Jharkhand 26 76 1976

Madhya Pradesh 471 72 34100

Rajasthan 120 75 9012

Unknown* 6 69 413

Uttar Pradesh 33 78 2564

Weighted Mean 73.5

*For missing values, rural proportion of India’s national population was imputed
1Weighted Rural = n * Rural population (%)
All rural population (%) values sourced from:

Table S40 Distribution between conditions by state

Condition State n

Control Bihar 15

Treatment Bihar 4

Control Chhattisgarh 22

Treatment Chhattisgarh 20

Control Delhi 1

Treatment Delhi 2

Control Haryana 5

Control Jharkhand 10

Treatment Jharkhand 16

Control Madhya Pradesh 232

Treatment Madhya Pradesh 239

Control Rajasthan 62

Treatment Rajasthan 58

Control Unknown 4

Treatment Unknown 2

Control Uttar Pradesh 14

Treatment Uttar Pradesh 19
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Figure S1 Distribution of Pre-Post Differences in Reliability Judgements of Manipulative Items by
Condition
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Figure S2 Distribution of Pre-Post Differences in Confidence in Judgements of Manipulative Items by
Condition

Figure S3 Distribution of Pre-Post Differences in Likelihood to Share Manipulative Items by Condition

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Figure S4 In-game Screenshot - First screen shown after starting the game, introducing the character
and motive
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Hello, Detective! We need you”

Figure S5 In-game Screenshot - Second screen shown after starting the game, depicting an explana-
tion of the propaganda spreading on WhatsApp.
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Our great country Santhala needs you. A group called “Big News” is spreading propaganda at a
very large scale”
Blue Text (Left to Right): “New mobile, who’s this?” “For what?”
Blue text: “Big News?” “Santhala?”

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Figure S6 In-game Screenshot - An in-game screenshot explaining the rules of the game.
Translation:
Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Be careful: If you get caught more than 3 times then we have to stop this secrecy. And watch your
score as well; this will tell you how much you are exposing the “Bad News” group.”
Blue text: “That’s fine”“Okay…”
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Figure S7 In-game screenshot - Showing how a Fake News technique (using a fake expert) is taught.
Translation: Green Bar (Left to Right): “Score” “Sanctions”
White Box: “Just sending a message all of a sudden isn’t the right way, what do you think, how will the group
spread this health-related misconception?”
Blue text: “By creating a fake doctor profile” “By shouting loudly”
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Figure S8 In-game screenshot showing how the Fake News techniques is taught. Continuation of
Figure S7. Translation:
Green Bar (Left to Right): “Score” “Sanctions”
Grey Box: “Well done! Find the profile of a person who is a fake doctor”
White Box: “Dr Saurav Agrawal”
Blue Text: “It looks suspicious…” “Next”

Harjani et al. (2023). Gamified Inoculation Against Misinformation in India: A Randomized Control Trial . Journal of Trial & Error.
https://doi.org/10.36850/e12.

https://doi.org/ 10.36850/e12


Empirical Harjani et al.

Figure S9 Example of a translated manipulative WhatsApp prompt (with English version from another
study) intended to show the use of a fake expert.
Screenshot reads: “Hello!
Nowadays it’s been very dry.
Even in the rainy season, it does not rain”, “Not sure what’s happening with the weather these days.
Maybe this is happening because of the climate change in the environment”,
“Do you think this is happening because of climate change?”,
“I’m not sure, it’s difficult to say, farming has become very difficult”,
“Hello, I am a scientist, climate change is a big reason for whatever is happening in our environment.
We have to save our environment.”,
“Right, interesting”.
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